
Method FLOPs Latency* Accuracy
Fine-tune

epochs

DeiT-S
(Baseline)

4.6G 212 ms 79.8 -

DynamicViT 3.0G N/A 79.3 30

EViT 3.0G N/A 79.5 30

EViT 3.0G N/A 79.8 100

Evo-ViT 3.0G N/A 79.4 300

ToMe 3.0G 149 ms 79.3 0

LTMP (Ours) 3.0G 138 ms 79.6 1
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SUMMARY
Learned Thresholds token Merging and Pruning (LTMP) for Vision Transformers
makes it possible to reduce the computational cost of ViTs to any reduction target
with minimal loss in accuracy.  LTMP adaptively merges similar tokens and prunes
unimportant ones. Our implementation uses learned thresholds which enable
different merging and pruning rates per image and allows the model to learn the
optimal trade-off between merging and pruning across layers.  As LTMP only
introduces two learnable parameters per transformer block, our method is able to
converge within a single epoch, which is an order of magnitude quicker than other 
 approaches. 
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AFFILIATIONS

Learned Threshold Token Merging and
Pruning for Vision Transformers

FRAMEWORK

LEARNED THRESHOLDS
Given importance scores, learned threshold masking
modules learn which tokens to keep.

TRAINING OBJECTIVE

*Latency measured on a Google Pixel 7.

Forward pass Backward pass

Construct pruning masks:

Modify attention function:

where,

We optimize the thresholds using a novel budget-aware
training loss for which we introduce a reduction target and
an actual FLOPs reduction factor. 
This allows us to create models of any size and allows the
model to freely distribute the reduction operations across
layers.
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Full paper with more results and ablations,
our timm compatible code base, and more 
can be found at:

maxim.bonnaerens@ugent.be    @Mxbonn


